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INTRODUCTION

Artificial Intelligence (AI) is the ability for computers to 
simulate human intelligence.1 It is a broad discipline cov-
ering fields such as natural language processing, robotics, 
and computer vision. Computer vision enables computers 
(i.e. AI models) to interpret and derive information from 
visual inputs (e.g. images or video).

In dermatology, there is substantial interest in using AI 
to identify skin lesions from images. As visual pattern rec-
ognition plays an important role in dermatology, it is an 
ideal clinical application of AI.1 The use of AI to diagnose 
or predict the risk of a disease from an image is known as 
image classification. Image classification has been at the 
forefront of AI research in dermatology with encouraging 
findings.2
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Abstract
Artificial Intelligence (AI) is the ability for computers to simulate human intel-
ligence. In dermatology, there is substantial interest in using AI to identify skin 
lesions from images. Due to increasing research and interest in the use of AI, the 
Australasian College of Dermatologists has developed a position statement to in-
form its members of appropriate use of AI. This article presents the ACD Position 
Statement on the use of AI in dermatology, and provides explanatory information 
that was used to inform the development of this statement.
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Due to increasing research and interest in the use of 
AI, the Australasian College of Dermatologists (ACD) has 
developed a position statement to inform its members 
of appropriate use of AI. The purpose of this article is to 
present the ACD Position Statement on the use of AI in 
dermatology; and to provide explanatory information that 
was used to inform the development of this statement.

METHODS

The ACD Position Statement was developed collabo-
ratively by the ACD Digital Health Committee and The 
University of Queensland. Several international dermatol-
ogy professional bodies have published position papers on 
the use of AI in dermatology. Other medical image- centric 
specialties have also published position statements on the 
use of AI in their disciplines. These publications have 
been reviewed to identify consensus and help ensure com-
pleteness of the ACD's position statement. Australian and 
international regulatory guidelines and ethical position 
papers were also reviewed.

BACKGROUND

Methods of AI

AI uses different methods (Figure  1), with machine 
learning (ML) and its subfield deep learning (DL) being 
most relevant to dermatology. The most common DL 
architecture is a convolutional neural network (CNN) 
which is well suited to image analysis. ML methods use 
generic software known as algorithms which are math-
ematical functions that learn from data without explicit 

programming. As such, a generic ML algorithm could be 
trained to identify dog breeds from images of dogs, or to 
identify an image of a skin lesion as benign or malignant. 
Training occurs by inputting images and an associated 
label (e.g. image of a dog and a label of the breed, or an 
image of a skin lesion and the diagnosis). Labels are also 
referred to as the ground truth. Image labels or the ground 
truth may come from different sources (e.g. dermatologist 
clinical diagnosis, consensus diagnosis by multiple der-
matologists, histopathologic diagnosis). Data used to train 
an AI algorithm are known as the training dataset. Once 
an algorithm has been trained on a dataset, it becomes an 
AI model.

Developing an AI model for image 
classification task

Training an AI model on a specific task using the train-
ing dataset is known as supervised learning. During su-
pervised learning, an ML algorithm will determine the 
mathematical functions necessary to map a set of images 
to their correct label.

DL methods use an architecture called artificial neu-
ral networks which are interconnected layered networks 
where the output of one layer is the input of the next layer. 
Data pass through each layer of the neural network where 
a mathematical operation is applied to the data. During 
training, each layer is adjusted or tuned to improve accu-
racy of the data matching the label. A convolutional neu-
ral network (CNN) is a type of artificial neural network 
where each layer applies filters to specific areas within 
an image. CNNs have proven to be effective and consis-
tently superior to other architectures for image classifi-
cation.1,3 The conclusions of evidence reviews evaluating 

F I G U R E  1  Methods of AI
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the effectiveness of AI in dermatology are summarised in 
Table S1– S3.

An important consideration is how many images are 
needed to train an AI model using ML. As a rule of thumb, 
the more the images, the more accurate the model will be. 
Some commentators have suggested that 1000– 5000 im-
ages per output class are needed.4 Others have suggested 
it is not a linear relationship, and the number of training 
images depends on the complexity of the problem, and the 
ratio between classifications and the full dataset.5

Testing and validation

AI models need to be tested and validated, which is an 
iterative process of determining how well the model's 
output matches the ground truth. Validation and testing 
are important steps in developing an AI model, as they 
help identify issues such as overfitting and underfitting. 
Testing also informs statistical reporting of the trained 
model's performance.

Underfitting and overfitting

Underfitting and overfitting are problems that occur dur-
ing supervised learning that reduce the accuracy and gen-
eralisability of AI model. Poor generalisability means the 
AI model does not perform well on data it has not been 
trained with. Overfitting occurs when the AI model has 
high accuracy on training data but low accuracy on un-
seen (test) data; that is, the model has learnt the dataset 
“too well”. Underfitting results in low accuracy on both 
the training and test data. Further explanation of underfit-
ting and overfitting is available in Table S2.

Once training is optimised, the model is tested using 
a test dataset of images that have been held out from the 
training dataset. The results of this testing phase are used 
for statistical reporting of the accuracy of the model.

Generalisability

External validation is used to determine the generalisabil-
ity of the AI model and is typically assessed using images 
from sources external to those used for training. AI mod-
els are highly context- specific to the data on which they 
were trained. To illustrate this point and the importance 
of external validation, an AI model developed by Han 
et al.6 was shown to have considerably lower sensitivity 
when applied to a different population.7 This was despite 
both studies using test datasets containing images from 
Caucasian patients. In a further study, the area under the 

receiver operating characteristic curve (AUROC) dropped 
27%– 36% compared to the model's original test results 
when validated with an image dataset with diverse skin 
tones.8 Training data bias on gender, ethnicity and race 
means that models are not generalisable for people of an 
under- represented gender, ethnicity or race.3,9

Binary versus multidisease classifiers

AI models can be binary classifiers or multidisease classi-
fiers. Most AI models in dermatology have been developed 
for binary classification of melanoma.2 Binary classifiers 
have two outputs (e.g. benign or malignant, normal or not 
normal, or classification of a lesion into melanoma or nae-
vus). Binary classifiers will convert a threshold into a bi-
nary label. For example, if a binary classifier for melanoma 
versus naevus uses a 50% threshold, any risk prediction 
score of greater than 50% will be classified as melanoma. 
The number of false positives increases as the threshold is 
lowered. Developers of AI models with high risk aversion 
may intentionally use a low threshold for diagnosis result-
ing in a high number of false positives. This may result 
in undue burden on the healthcare system through un-
necessary doctor visits, and over- testing of people who are 
otherwise not at risk for disease.10

Multidisease or multiclass classifiers will provide 
risk prediction for a range of diseases. For example, the 
International Skin Imaging Collaborative (ISIC) 2018 
challenge used seven disease classes (actinic keratosis and 
Bowen disease, basal cell carcinoma, benign keratinocytic 
tumours including solar lentigo and seborrheic keratosis, 
dermatofibroma, melanoma, melanocytic nevus and vas-
cular lesion).11 A further study trained a multiclass CNN 
to classify 40 different skin diseases.12 Multiclass image 
classifiers will often output a risk prediction score for top 
predictions (e.g. top- 1, top- 3, or top- 5 disease condition 
predictions).

Evaluating AI models

AI models are evaluated using common statistical meas-
ures such as overall accuracy, sensitivity, specificity, and 
AUROC. Table S2 summarises AI reader studies in der-
matology that use CNNs. Most studies report highly accu-
rate performance of AI models which are often described 
as equivalent or superior to human readers.13

This good performance may hide the fact that AI models 
produce false- negative and false- positive results whilst still 
reporting high accuracy, sensitivity, specificity, and AUC. 
For example, Haenssle et al.13 tested their AI model on two 
datasets. The resultant sensitivity, specificity, and AUROC 
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were 95%, 63.8%, and 0.86, 95%, 80%, and 0.95, respectively. 
However, the AI model's risk prediction for invasive mela-
noma ranged from 0% to 100%, meaning a number of inva-
sive melanomas were classified as having 0% probability of 
melanoma, that is, were missed by the AI (false negative). 
Similarly, false positives were also reported.

There are a number published guidelines that have 
been developed to assist with evaluation and reporting of 
AI studies. CLEAR Derm is a consensus- based guideline 
that can be used for a structured evaluation of image- based 
AI studies in dermatology.14 CONSORT- AI and SPIRIT- AI 
provide guidance to researchers on the transparent report-
ing of AI studies.15

One of the well- recognised issues with testing and val-
idation of AI models in dermatology is they are typically 
done retrospectively under highly artificial conditions, for 
example, images have been collected because they were 
noteworthy for some reason. Therefore, performance of 
an AI model in clinical practice remains largely unknown 
and prospective testing in real- world settings is needed to 
help answer this question.

Black box

There are criticisms that neural networks function as 
‘black boxes’ with potential unanticipated and hard- to- 
explain failures such as false positives and false nega-
tives.1 AI models produce outputs without transparency 
or explanation meaning that end- users (e.g. clinicians) 
often have no knowledge of how an AI model derives its 
output. The inputs (e.g. images) and output (e.g. risk pre-
diction of disease) of an AI model are visible. However, 
how the input is transformed into the output may not be 
understandable. Explainable AI may be used to mitigate 
the black box nature of AI models. Explainable AI is the 
term used for techniques that identify and present sali-
ent features or areas of images used to derive the model 
output to the end user and may thereby lessen the ‘black 
box’ concerns. Saliency maps or class activation maps are 
two examples of Explainable AI that use colour overlays to 
identify the area of the image that was used by the model 
to generate output. If a class activation map identified that 
areas outside the border of a skin lesion or ink markings 
were important in deriving its output, then the confidence 
in the prediction may be lessened. Further explanation of 
Explainable AI is available in Table S3.

Automation bias

Automation bias is a tendency for a human to accept the 
decision made by a computer even if it contradicts their 

own intuition.16 One such example of automation bias 
was demonstrated when clinicians altered their initial di-
agnosis of a skin lesion after seeing deliberately inaccurate 
AI risk predictions scores.17 Notably, in this study all clini-
cians ranging from inexperienced to expert altered their 
initial diagnosis. Using an AI model outside of the context 
in which it was trained is likely to increase inaccurate dis-
ease predictions and the possibility for clinicians to accept 
the incorrect diagnosis. Automation bias can be caused by 
automation- induced complacency and insufficient moni-
toring of automation output.18 Continual monitoring of 
the output of the AI model is one strategy to reduce auto-
mation bias.

AI use in different settings

AI models may be integrated in imaging systems for use 
by clinicians or to assist consumers directly in their at- 
home self- management. Clinician AI models are already 
integrated in multiple commercial imaging systems that 
dermatologists and other skin cancer doctors use in their 
practice. AI algorithms are also integrated into mobile 
phone apps, many of which are directed at consumers to 
support self- assessment of concerning skin lesions.19

AI POSITION STATEMENTS FROM 
DERMATOLOGY PROFESSIONAL 
GROUPS

Two published position papers from dermatology pro-
fessional bodies, namely the American Academy of 
Dermatology (AAD) (May 2019)20 and the British 
Association of Dermatologists (BAD) (February 2021)21 
were identified and reviewed. Notably, both position pa-
pers advocate the development of AI for dermatology. 
However, there is hesitancy in recommending the use of 
AI in clinical practice. To this end, the AAD recommend 
that AI models are externally validated by “prospective 
clinical trials” which at the time of writing did not exist. 
The BAD identified that current evidence for AI was lim-
ited and the use of AI for dermatology was currently in a 
“study phase”. The AAD uses the terminology Augmented 
Intelligence (AuI) as opposed to AI. AuI focusses on arti-
ficial intelligence's assistive role in the physician/patient 
relationship as opposed to replacement of it.

AI REGULATION

The position statements from the AAD and BAD both call 
for appropriate regulation of AI models for dermatology. 
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There appears to be limited international regulatory ap-
proval of AI for dermatology. SkinVision™, a melanoma 
detection smartphone app for consumers that is inte-
grated with a teledermatology service, has regulatory ap-
proval in Australia as a Class I (low- risk) medical device,22 
and in Europe as a low- risk device.19 Moleanalyzer Pro™ 
and Teleskin™ have also been approved for the European 
market.19,23 At the time of writing, the US FDA has not 
approved any dermatology AI models.24 However, by 2020 
the FDA had approved 64 AI image classifiers for ophthal-
mology, radiology, and cardiology.25

In Australia, AI models are regulated as Software as 
a Medical Device (SaMD) by the Department of Health's 
Therapeutic Goods Administration (TGA). Software is cat-
egorised as a medical device if it is intended to be used for 
the diagnosis, prevention, monitoring, prediction, prog-
nosis, or treatment of a disease.26 AI models (including 
those implemented as smartphone apps) would meet the 
definition of a medical device and would therefore be reg-
ulated as an SaMD. Notably, not all devices are regulated. 
Unregulated SaMD may include software that are simply 
a source of information, consumer health products that 
do not provide specific treatment suggestions, commu-
nication software (such as those that enable a telehealth 
consultation), or systems that store or transmit patient 
images. Direct- to- consumer AI apps may not require TGA 
approval if they do not meet the definition of a medical 
device.

Before an SaMD AI model can be legally supplied in 
Australia it must have TGA pre- market approval. Products 
approved by the TGA are listed on the Australian Register 
of Therapeutic Goods. AI models are subject to both pre-  
and post- market regulatory oversight. Pre- market approval 
uses a risk- based approach that includes a risk assessment 
and clinical assessment commensurate with risk level. 
The TGA is currently undertaking a reform of the regu-
lation of SaMD. The aim of this reform is to be consistent 
with the International Medical Device Regulators Forum 
(IMDRF) regulation of SaMD.

One notable change that the adoption of the IMDRF 
processes has brought is a change to the way risk is as-
sessed. Under legacy processes the risk to patients was 
assessed by the physical harm that could result from the 
device; as an AI model was unlikely to result in physical 
harm they were classified as low risk. This approach has 

been criticised because the harm posed by AI models is not 
physical harm but instead related to the information pro-
vided and its subsequent use in clinical decision making.22 
The new rules consider potential harm caused by provid-
ing incorrect information to users of the medical devices. 
Further considerations in the risk assessment include the 
purpose of the device (diagnosing or screening for a dis-
ease, monitoring the progression of a disease, specifying 
or recommending a treatment, or providing therapy), and 
whether the intended user is a healthcare professional or 
an individual (i.e. a non- health professional). Under new 
risk assessment processes an AI model for the diagnosis 
of melanoma would have the highest risk categorisation 
(Table 1) and therefore the most stringent clinical evalu-
ation. If software is intended for use by a relevant health-
care professional, it would have a lower classification than 
if it was intended to be used by an individual.26

As of February 2021, all new SaMD applications for 
regulatory approval will be assessed using the new risk 
assessment processes. Devices that currently have regula-
tory approval can continue to be supplied during a tran-
sition period (until 2024) but will need to be reassessed.

Post- market regulatory oversight involves the vendor 
maintaining conformity, monitoring ongoing perfor-
mance and safety, and informing the TGA if there are any 
series issues, notably adverse incidents, overseas regula-
tory actions, and investigation by the manufacturer (e.g. 
further clinical studies, review of adverse events).

ETHICAL USE OF AI

The use of AI raises ethical concerns such as undermining 
human autonomy, accountability, and fairness. Currently 
there is an overabundance of guidelines on the ethical 
use of AI. A recent review identified 84 published ethical 
guidelines.27 The same review found not one single ethical 
principle was common to all guidelines.

The inconsistent definition and interpretation was a 
limitation identified when ethical guidelines were com-
pared.27 A further difficulty is the lack of pragmatic guid-
ance on appropriate redress or solutions to potential ethical 
issues. For example, many ethical guidelines recommend 
the explainabilty. Current DL models have well over 100 
million parameters and are virtually incomprehensible.28 

T A B L E  1  TGA classification of devices used for the diagnosis of a disease

Risk
Provides information to an individual  
(non- healthcare professional)

Provides information to a 
healthcare professional

Death/severe deterioration Class III high Class IIb medium- high

Serious disease or condition Class IIb medium- high Class IIa low- medium

Other Class IIa low- medium Class I low
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Hence, it is unreasonable to expect a dermatologist would 
be able to fully comprehend and understand such an AI 
model. A more pragmatic way to address ethical princi-
ple of explainabilty could be the use Explainable AI tech-
niques (e.g. saliency maps, class activation maps) that help 
humans understand factors that contributed to a model's 
decision.

The principles of transparency, justice and fairness, 
non- maleficence, responsibility, and privacy were iden-
tified as being common to over half of published ethi-
cal guidelines.27 These principles form the basis of ACD 
guidelines (Table  2) along with other highly influential 
guidance namely the joint statement on Ethics of AI in 
Radiology,28 from the American College of Radiology, 
European Society of Radiology, Radiological Society 
of North America, Society for Imaging Informatics 
in Medicine, European Society of Medical Imaging 
Informatics, Canadian Association of Radiologists, and 
American Association of Physicists in Medicine.

Use and sharing of data

As previously identified, large, aggregated datasets gener-
ally improve the performance of AI models. Dermatologists 
can improve AI models by contributing or developing 
datasets for ML or DL purposes. Dermatologists are en-
couraged to contribute data to improve AI models as data 
sharing can be seen as a form of altruism.32 The joint state-
ment on Ethics of AI in Radiology,28 states:

As physicians, radiologists have a moral duty 
to use the data they collect to serve patients 
and improve the common good, extract more 
information about patients and their diseases, 
and improve the practice of radiology.

Data include images, labels, and metadata. The contribu-
tor should fully describe the data, including the patient pop-
ulation and how the ground truth label was determined so 

T A B L E  2  Ethical principles adopted in the ACD position statements on the use of AI in dermatology

Ethical principle Description

Beneficence Beneficence is the obligation of a physician to act for the benefit of the patient.29 To this end the ACD recommends 
that AI be used to improve patient outcomes

Non- maleficence A fundamental of AI ethics is it should not cause harm. To this end ACD has recommended the use of AI that 
has been demonstrated to be equivalent or superior in performance to clinicians, or to significantly improve 
clinician performance. Appropriate contextual use and continual monitoring of AI algorithms are further 
strategies that support non- maleficence.

Ensuring patient privacy is another construct of non- maleficence. Data used to generate AI models must be 
handled in accordance with privacy laws. In Australia, the Privacy Act 1988 (Commonwealth) regulates 
Commonwealth public sector entities and private sector entities. Most Australian states have privacy 
legislation which apply to public sector bodies.30 The Privacy Act is based on principles, and Australian Privacy 
Principle 11 states that entities must take reasonable steps to protect personal information. This means taking 
steps to minimise the risk to privacy (e.g. data breach)

Justice One of the most immediate ethical concerns in the dermatology context is the lack of representation of 
underserved populations (e.g. skin of colour) in data used to train AI models and resultant reduction in 
generalisability of AI models for these underrepresented populations.23 Two recent reviews highlight the lack 
of patient diversity and restricted population representation in publicly available datasets of skin images that 
are frequently used for AI model development.9,31 The ACD advocates for the development and deployment 
of AI to improve outcomes for Aboriginal and Torres Strait Islander peoples. To this end, ACD encourages 
members to take images of skin of colour and to share these images (and associated labels) for the purpose of 
training, validating, and testing AI models

Responsibility According to the Organisation for Economic Co- operation and Development (OECD) principles, organisations or 
individuals who develop, implement or adopt AI are accountable for the proper functioning of the AI system, 
which ultimately means the dermatologists are responsible for final diagnosis if they use AI. However, AI 
technology vendors also assume responsibility. In case of malpractice arising where AI was involved, it is 
currently unclear to what extent each involved party bears responsibility.32

Transparency Transparency has broad definitions in the AAD position statement for the use of AI.20 Firstly, transparency is 
used in the context of Explainable AI, specifically the AAD states they support efforts to gain transparency 
into the process of how augmented intelligence algorithms reach their conclusions. Secondly, it promotes 
transparency with patients that AI has been used in clinical practice by stating there should be transparency on 
how augmented intelligence technologies are utilised in their care process. Other commentators use the latter 
definition of transparency regarding informing the patient that their diagnosis was obtained with the help of 
AI.33 The ACD has adopted the definition of transparency as informing patients of AI use in clinical practice. 
To this end, the ACD recommends that adopters disclose to their patients the use of AI in clinical practice
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that models developed using the data can subsequently be 
applied in appropriate clinical scenarios.

The ISIC host a publicly available on- line image data-
base for the purpose of AI development and education.34 
Anyone, who agrees to the terms of use, can upload or 
download images to/from this public resource.

Patient perspectives

There is limited research that investigates patient per-
spectives on the use of their data in artificial intelligence 
research and development. Available research investi-
gates perceptions on the use of deidentified data and not 
visually identifiable data that may occur in some types of 
dermatology imaging. There is significant variation in pa-
tient perception and knowledge of health data and AI, but 
generally patients were strongly in favour of developing 
AI that offer improvements in diagnosis and treatment.35 
Patients did have significant concerns about sharing their 
data when it may ultimately be sold to external organisa-
tions to use for profit.36

Consent, deidentification, and data governance

Dermatologists should obtain informed consent from 
their patients to use their data for ML purposes. The con-
sent process must inform the patient of how their data 
will be used and of any risks to their privacy. For exam-
ple, details should be specified such as whether their de-
mographic information remains part of the dataset, and 
whether identifying features such as fingerprints, face, 
distinguishable lesions, jewellery, or tattoos are included 
in the dataset. In some circumstances, clinical data from 
non- consenting patients can be used for ML purposes, for 
example, Human Research Ethics Committees (HRECs) 
in Australia and Austria had waived written informed 
consent for retrospectively collected and deidentified der-
moscopy images used in an AI reader study.11 This oc-
curs when the HREC has determined the clinical data are 
being used for the public good and retrospective consent 
is impractical.30

Dermatologists should assess the risk to patient privacy 
that may arise from data sharing. Before being used for ML 
purposes, data should have patient identifiers removed. 
This includes deidentification of visual features but only 
if this does not negatively affect the usefulness of the 
data.37 If data are high risk (e.g. the patient remains visu-
ally identifiable) the contributor should be satisfied by the 
data custodian that there are stringent privacy safeguards 
implemented. As such, visually identifiable data should 
have Australian data residency and data sovereignty.

The role of data governance is a gatekeeper role to en-
sure what entities can ethically use the data.38 Data gover-
nance is underpinned by data use agreements which bind 
data users regarding how data can and cannot be used. 
Data use agreements are ethically and legally fundamen-
tal for data sharing for ML purposes.39 Dermatologists 
should contribute to datasets that have appropriate data 
governance frameworks or develop an appropriate data 
governance framework for newly implemented data re-
positories to ensure that data are used appropriately, and 
that patient privacy is safeguarded.

Commoditisation

In the AI era, dermatology data do have commercial 
value. The ethics of selling data remains contentious and 
it is difficult for the ACD to provide specific guidance on 
the commoditisation of data. This is a similar position that 
the Canadian Association of Radiologists have adopted.32 
Some commentators have proposed that clinical data are 
used to provide care and once the primary purpose for ac-
quiring the data is fulfilled, it should be treated as a form 
of public good and may be used for the benefit of future 
patients.40 Other commentators have suggested a health 
provider can recover the cost of the extraction, assembly, 
and curation of the dataset,40 whilst others suggest patients 
should be compensated if their data are used to achieve 
commercial gain,41 although how this could be adminis-
tered is unclear. When data are collected specifically for 
research (as opposed to clinical) purposes it is generally 
appropriate to reimburse the costs to participants for tak-
ing part in the research.42

Exclusive use licences are considered unacceptable as 
they prevent others from using the data which are a pub-
lic good asset. When receiving income for a commoditised 
dataset, the financial gain overrides the public good. For 
this reason, patients who contribute images to the dataset 
must have given explicit consent for the commoditisation 
of data.40

Recommendations for ACD's position 
paper on the use of artificial intelligence

Consistent with other professional bodies the ACD proac-
tively encourages and supports ongoing efforts to develop 
AI for dermatology whilst recognising that current AI tech-
nology is not ready for clinical use or direct- to- consumer 
use. The ACD acknowledges that much of the current re-
search of AI in dermatology is for skin cancer. The ACD 
encourages research into how AI can be used in other areas 
of dermatology such as inflammatory conditions. The ACD 
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promotes the use of ethical AI and the use of AI to improve 
patient care. There are limitations within current regula-
tory, medico- legal, policy, and privacy concepts with respect 
to their application in AI. The ACD has a leadership role in 
working with stakeholders to develop, refine, and dissemi-
nate these non- technological aspects that will help ensure 
the safe and effective clinical use of AI in dermatology.

The ACD position statement has included guidance 
for adopters on technological aspects of the AI model. 
Currently, there is strong evidence to suggest that CNNs 
are the best architecture for image classifiers. However, 
this may not always be the case. Adopters should under-
stand the context of how an AI model was trained so it 

can be used in an appropriate clinical context. The ACD 
recommends that adopters understand the principles of 
AI model development, including model architecture. To 
mitigate the black box effect of AI models, adopters can 
use models which include Explainable AI and continually 
monitor the AI model's output. As a means of auditing, 
there is a need to store all artefacts of AI workflows (e.g. 
AI model output, saliency maps). Adopters should be 
aware of the limitations of AI including: the paucity of 
evidence to support the clinical use of AI due to the lack 
of prospective trials, the fact that AI models can produce 
false- negative and false- positive outputs, and AI is likely 
to influence their decision making.

The ACD recognises limitations of risk assessment 
that may have previously occurred with the regulation 
of AI. To mitigate this the ACD recommends its mem-
bers only use AI that has been assessed using the post- 
reform risk assessment that accords with the IMDRF risk 
assessment method. Further, the ACD cautions against 
the use of direct- to- consumer apps that are unregulated 
and may cause unnecessary healthcare utilisation and 
costs downstream. A full list of recommendations for The 
College, Adopters of AI, and Contributors are included in 
Tables 3– 5, respectively.

T A B L E  3  Position statement recommendations for The College

Recommendations for The College

1. Augmenting care: The ACD supports the development of 
AI to enhance the practice of dermatology

2. Ethical use: The ACD recommends that dermatologists use 
AI ethically –  this involves beneficence, non- maleficence 
(including ensuring patient privacy and confidentiality is 
maintained), transparency (informing patients that the 
diagnosis was augmented by AI); and utilising AI models 
that have attempted to reduce bias, where possible

3. Equity: The ACD supports the development of AI that can 
enhance outcomes for Aboriginal and Torres Strait Islander 
peoples

4: Collaboration: The ACD will collaborate with regulators, 
policymakers, industry stakeholders, and clinicians and 
consumer groups to help ensure development of appropriate 
AI policy, regulation and education to support safe and 
effective use of AI in clinical dermatology to improve patient 
care

5. Real- world evaluations: The ACD recommends that to 
support clinical adoption of AI, prospective, real- world 
evaluations are required to demonstrate that AI significantly 
enhances the performance of clinicians or is equivalent or 
superior in performance

6. Patient safety: 
• The ACD recommends that only AI models that have 

regulatory approval by the TGA using the reformed (post- 25 
February 2021) risk assessment (see AI regulation section 
above) model are used in clinical practice

• The ACD does not endorse the use of direct- to- consumer AI 
models that do not have regulatory approval as a medical 
device

• The ACD recommends that any approved AI devices should 
be utilised to aid the dermatologist in reaching a diagnosis; 
that is, AI should be used to augment, but not replace clinical 
judgement

7. Transparency and traceability: The ACD recommends 
that all artefacts of AI workflows (e.g. model output, saliency 
maps) be traceable and auditable through incorporation 
into the patient's medical record and stored for the retention 
period prescribed in relevant legislation

T A B L E  4  Position statement recommendations for Adopters 
of AI

Recommendations for Adopters of AI

Dermatologists should develop knowledge and skills in the use 
of AI for dermatology including:

• Understanding that output from AI models can produce 
false- positive and false- negative results

• Understanding the diagnostic threshold for binary classifiers 
and interpretation of probabilistic outputs

• Understanding of appropriate use of an AI model (i.e. the 
model has been trained in a similar context as the patient 
population on which the AI model will be used)

• Understanding that their decision making may be biased by 
using AI

Dermatologists should select AI models that:
• Fully describe how the model has been trained; and use this 

information to inform appropriate use
• Have been internally and externally validated, and registered 

with the TGA
• Use models based on the most appropriate architecture
• Incorporate methods of Explainable AI (e.g. class activation 

maps)

Dermatologists should continually monitor the output of AI 
models in order to:

• Ensure the classification or prediction is credible
• Ensure performance does not degrade over time
• Reduce automation bias

Dermatologists have an obligation to report to appropriate 
statutory bodies (including the TGA) any adverse events.
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